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1 Introduction

This document describes how to use winIDEA for Multi-OS timing analysis (profiling) using the ETAS
Lightwight Hypervisor, RTA-HVR. The description is based on a demo application provided by ETAS.
The demo application executes on a dual-core SPC58EC Chorus4M device.

The master core, which is operational after reset, executes a standards AUTOSAR OS (RTA-OS) and
starts the slave core. The slave core executes the hypervisor which provides two virtual machines (VMO
and VM1). Within each of these VMs an (adapted) AUTOSAR OS (RTA-QS) is running.

1.1 OS and Hypervisor Event Signaling for Trace

To allow a tracing/profiling tool to reconstruct the timing behavior of such a system, both the
hypervisor and the individual OSes much signal specific events to the tool.

1.1.1 AUTOSAR OS on Master Core

The currently running task and running ISR Cat.2 are signaled by the OS according to the OSEK ORTI
standard.

o  RUNNINGTASK: The OS writes the currently running task pointer into a global variable.
e RUNNINGISR2: The OS writes the currently running ISR2 pointer into a global variable.

1.1.2 Hypervisor on Slave Core:

The hypervisor signals the currently running virtual machine. This is not covered by the ORTI standard.

e Running VM: The hypervisor writes the ID of the currently running VM into the PIDO register
of the slave core, which subsequently emits a Nexus Ownership Trace Message (OTM). The
PIDO register is only accessible in the Supervisor mode of the core. The hypervisor (kernel)
executes in Supervisor mode.

1.1.3 AUTOSAR OSes on Virtual Machine of Slave Core

The currently running task and running ISR Cat.2 are signaled by the OS via techniques that are not
covered by the ORTI standard.

Signaling by means of Ownership Trace (OTM) is not possible as the OS within a hypervisor VM runs in
the lower privilege User mode of the core and thus cannot write to the PIDO register. Writing to global
data objects (as used by the Master OS) is not also not applicable as a set of global variables for
signaling running task and running ISR2 would be needed for each VM, i.e. for each OS. A real system
may implement many VMs. However, typically the on-chip trace logic of a micro-controller is only
capable of monitoring between 2 or 8 data objects simultaneously (4 in case of a Chorus4M).
Therefore, in this demo project, running on a SPC58x device we utilized the Nexus Data Acquisition
Message (DQM) to signal running task and ISR2. Generating a DQM is triggered by writing at the DDAM
register of the core, which is also supported in User mode.

o RUNNINGTASK: The OS writes the currently running task ID into the DDAM register of the slave
core, which subsequently emits a Nexus Data Acquisition Message (DQM). The lower 2 LSBs of
DDAM hold a message ID. For RUNNINGTASK, this message ID is set to 1.

o RUNNINGISR2: The OS writes the currently running ISR2 ID into the DDAM register of the slave
core, which subsequently emits a Nexus DQM. The lower 2 LSBs of DDAM hold a message ID.
For RUNNINGISR2, this message ID is set to 2.
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2 winIDEA Configuration for OS/Hypervisor Awareness

0OS-Awareness means that winIDEA has information about the OS structure, i.e. existing tasks, ISRs and
other OS objects such as alarms, etc. In addition, winIDEA knows how specific OS events, such as task
switches, are signaled by the OS. This information is utilized for two different purposes:

e Display of OS status while the CPU is stopped, by reading out the associated data objects from
memory.
e Tracing/Profiling of OS event, such as task and ISR scheduling while the CPU is running.

In case of an AUTOSAR OS, a project-specific ORTI file must be imported into winIDEA to make it
AUTOSAR 0S aware. The ORTI file in an optional output by the OS generator when generating the OS
source code. However, in case of a hypervisor-based application, consisting of multiple AUTOSAR OSes,
and the hypervisor itself, this ORTI-based approach is not sufficient anymore. Thus, winIDEA has been
extended to allow for awareness of multiple AUTOSAR OSes, plus hypervisor.

The menu “Debug — Operating System...” now allows for specifying multiple OSes. One of these “OSes”
is used for the hypervisor (HVR).

Operating system X
Operating System
[A[OSEK AUTOSAR] HVR 1 .
[OSEK AUTOSAR] VMO
[ [0SEK AUTOSAR] VM1 Cocie

[OSEK AUTOSAR] Master

o] e

Figure 1: OS/HVR Awareness in winlDEA

Each OS can be described with two different methods. The “traditional” method is reading in an ORTI
file (generated by the AUTOSAT OS generator). The new method applied here is reading in an iSYSTEM
proprietary XML file.

Note: winIDEA reads in the ORTI/XML file contents on “Debug — Download” and “Debug — Load
Symbols only”.

Edit options *

Property Value
= Configuration

RTOS description file type iSYSTEM XML |

RTOS description file location |DHTI I

Figure 2: iSYSTEM Profiler XML File Option
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2.1 AUTOSAR OS on Master Core

The file master.xml describes the AUTOSAR OS running on the master core.

Edit options Ed
Property Value
= Configuration
RTQS description file type iSYSTEM XML
RTOS description file location master xml

Figure 3: iSYSTEM Profiler XML file selection for the Master AUTOSAR 0OS

The master.xml file imports all OS information from the ORTI file iSystemExample.orti. The description
of RUNNINGTASK and RUNNINGISR2 is then extended to indicate that these tasks and ISR2 are
executed by the master core. Thus, the profiler uses the object names Master Tasks and Master ISR2.

<?xml wversion="1l.0' encoding='UTF-8"' ?>
[Fl<OperatingSystems
<Name>Master<,/Name>
<QRTI>..\iSystemExample.grti</CRTI>
<MumCores>1</HumCores:>

I T Y O R I

= <Profiler>

E <Cbject>

9 «Definition>RUNNINGTASK<,/Definicions>

10 <Description}Mastep_Tasks<fDescription>
11 - </Object>

= <Object>
<Definition>RUONNINGISR2<,/Definition>
<De5cription>Master_ISR2<fDe5cription>
- </CObject>

o e
[ T T S

18 </Profiler>
19 L /OperatingSystem>

Figure 4: iSYSTEM Profiler XML for the Master AUTOSAR OS

2.2 Hypervisor on Slave Core

The file HVR.xml describes the hypervisor running on the slave core.

Edit options *
Property Value
= Configuration
RTOS description file type iSYSTEM XML
RTOS description file location HYR 2l

Figure 5: iSYSTEM Profiler XML file Selection for the Hypervisor

The HVR.xml file describes how the hypervisor signals virtual machine switches to the trace tool by
writing a VM ID to the PIDO register (i.e. Nexus OTM). The mapping between VM name (“VMO0”, “VM1”
and “HVR”) is also given by means of an ENUM type.
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'‘UTF-8' 2>

<TypeEnum>
<Name>Master</Name>
<Enum><Name>Master</Name><Value>0</Value></Enum>
</TypeEnum>

<TypeEnum><Name>Application</
<Enum><Name>VM0</Name><Value
<Enum><Name>VM1</Name

ition>RUNNINGAPP1l</Definition>
<Level>Application</Level>

<Name>RUNN
<Co

stexApp</Descriptior
/Signaling>

Figure 6: iSYSTEM Profiler XML for the Hypervisor

2.3 AUTOSAR OSes on the Slave Core

The files VM[n].xml describe the AUTOSAR OSes running in the virtual machine n of the slave core.

Edit options *
Property Walue
E Configuration
RTOS description file type iSYSTEM XML
RTOS description file location WD xml

Figure 7: iSYSTEM Profiler XML Selection for the AUTOSAR OS in VMO

The VM[n].xml files import all OS information from the corresponding ORTI file.

The description of RUNNINGTASK and RUNNINGISR2 is then extended to indicate that these tasks and
ISR2 are executed within the associated VM. Thus, the profiler uses the object names VM[n]_Tasks and
VM[n]_ISR2. In addition, the XML file extends the RUNNINGTASK and RUNNINGISR2 definition of the
ORTI file with a definition of “ISYS_RUNNINGTASK” and “ISYS_RUNNINGISR2”, using the DQM-based
signaling approach.
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<?xml vezﬂinn=‘1.0‘ encoding="'UTF-8' 72>
<OperatingSystem>
<Name >VM0< /Name>
<NunCores>1<,/NumCores>
<CORTI>..\VMO\HelloWorld.grti</ORTI>
<Profiler>
<Cbject>
<Definition>RONNINGTASE< /Definition>
<Level>None<,/Level>
</Object>
<0Object>
<Definition>RONNINGISREZ2</Definition>
<Level>None<,/Level>
</Cbject>

<Cbject>
<Definition>ISYS_RUNNINGThSR¥fDefinition)
<Hame>IS¥S RUNNINGTASK</Hams>
<Type>OS:vs_ﬁignal_BUNNINGThSRtIType}
<Core>1</Core>
<De5cription>VMD_Tasks<IDescription>
<Level>Tasks,/Level>
<DefaultValue>idle</DefaultValue>
<Signaling>DQM(0) .0.2.1</Signaling>

</Object>

<CObject>
<Definition>ISYE RUNNINGISR2</Definition>
<Name>ISYS_BUNNINGISR2<IN&EE>
<Type}OS:vs_Signal_RUNHIHGISRQ(IType}
<Core»l</Core>
{Description}VMD_ISR2<fDescription}
<Level>IRQ0</Levels>
<DefaultValue}NQ_ISR<fDefaultValue}
<5ignaling>DQM(0) .0.2.2</5ignaling>

</Object>

</Profiler>
</OperatingSystem>»

Figure 8: iSYSTEM Profiler XML for an AUTOSAR OS within a VM
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3
3.1

Trace

& Profiler Configuration

OS Profiler Configuration

When enabling OS profiling by selecting “Profile — OS objects”, all OSes (and hypervisor) configured by

means of the “Debug — Operating System...” will be included in the profiler analysis.

m

o e TROWE AT

=l

I
=]
m
=]
m

Hardware Profiler Coverage

Profile
Operation mode | Flat
[code @ e
Advanced... Start at
[pata Anything "
o i 05 Setup...
05 objects [ t==octPe.. | Analyze only events after start point
[JAaUX | RTOS Profiler Options X |s
D Nebil Operating System 3
Code Areas

Enter filter

Data Areas

Incude fi

CObject Info;

Figure 9: Hypervisor / Multi-OS Configuration in the Profiler
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Individual objects of each OS can be included/excluded to/from the analysis via the OS selection
opened by means of the “OS Setup...” button.

VMO0

[]Tasks
[JisRs2

vmo_ISR2

RTOS Profiler Options

Operating System

Objects to profile

[CJSERVICETRACE

Object Info:

Name:
Definiton:
Description:
Signaling:

ISYS_RUNNINGTASK
ISYS_RUNNINGTASK
VMO _Tasks

DQM(0).0.2.1

Address Space
Oal

(® Selected

o[ o

Figure 10: Object Selection for each OS

The objects listed for each OS correspond to the objects obtained via the iSYSTEM XML file and the
ORTI file included into the XML file. In the example, shown in Figure 10, only the OS objects described
in the iISYSTEM XML are selected for profiling. The objects “Tasks”, “ISRs2” and “SERVICETRACE” of the

ORTI file are ignored.
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3.2

Manual Trace Configuration

For many use-cases a manual trace configuration should not be necessary as the winIDEA Analyzer
automatically configures the on-chip trace logic according to the settings in the profiler. However, for
the sake of completeness, also a complete manual configuration is described in this section.

Master Core (CPU2): As mentioned previously, the AUTOSAR OS of the master core signals the

currently running task and ISR2 by writing a pointer value to a global variable which is monitored by
the trace tool by means of on-chip data trace.

Table 1: ORTI attribute to global variable mapping.

OS Object Global Variable
RUNNINGTASK Os_RunningTask,,<master_ELF file>
RUNNINGISR2 Os_RunningISR,,<master_ELF _file>

Trigger - [Advanced Coverage Trigger]

cPU2

CPUD HSM NXMCO MNXMC1 NXMC2 IfOModule iNET
Enabled Generate Trigger Event (EVTO) on
IAC DAC CNT
[[] Disable
mskucnmnddmss bata Address Access  Link to Value Mode  Size Value (HEX) Byte enable
Oct .| |_|Entire object [Cpaci . RD IAC1 |disabled Auto 0
Combination R
Oiac2 > Entire object  Combine |none w
[oacz . RD IAC3  |disabled Auto
TAC3
o Coacs RD ACS | disabled Auto
[iacs Entire object  Combine | none ~
[CJoacs . RD IAC7 |disabled Auto
D IACS Entire object
Combmnation Data Value Mode: S
[CJ1acs none v Counter All: all enabled bytes match
Count on Count Start on Any: any enabled byte matches
CNT1 [IAC1 0 Any Halfword: all enabled bytes within at least one of the halfwords of the  w
[Jiaczy ca\;b;\;n;;t e 32.hit Counter Disable Events
Cliacs P ; [OoebugMode [Jnevax [dnewe [COweentry [JWEExt
none v CNT2 |IAC1 [ Trace Disable []Mew PID [JLow Power Mode [ Branch and Link
Nexus FIFO Control Record Start Stop [/1Data Message Control 1~ /]Message Control 2 [ Message Control 3 [[JMessage Control 4
[Cstall cru )
ool Threshaid = Foata immediately ~| .. never .. From | Os_RunningTask]...| [0s_Rumningisw, ...
Entire Object [ Entire Object
() suppress Data Trace [Jprogram | immediately never T R =
[+] FFFFFFF O
[ suppress Program Trace Type  Branch History Messages
[J suppress OTM Trace Range  Inside v Inside w Insde Inside
[ suppress Watchpoint Trace Com [] Generate periadic 0TM
[ suppress Dgm Watchpoints |None 2l Access  |Data w Data Data Data
Suppress Threshold | 3/4 ~ CJogm Control | WR o RW B RW RW
7 Wizard.. %x  Create Template... [oc ]| abbrechen Filfe

Figure 11: Manual Trace Configuration on Master Core (CPU2)

9of 13

www.isystem.com

Application Note




ETAS RTA-HVR Hypervisor & Multi RTA-OS Profiling

Slave Core (CPUO): As mentioned previously, the AUTOSAR OSes executing within the VMs of the slave
core signal the currently running task and ISR2 by writing an ID value to the DDAM register of the core
which emits a NEXUS DQM, monitored by the trace tool.

The hypervisor of the slave core signals the currently active VM by writing an ID value to the PIDO
register of the core which emits a NEXUS OTM, monitored by the trace tool.

Trigger - [Advanced Coverage Trigger]
cPu2 CPUD HSM  NXMCO NXMC1 NXMC2 I/OModule iNET
= ed Generate Trigger Event (EVTQ) on ) )
Enet IAC DAC  [onT
0b
Instru Address Data Address Access  Linkto  Value Mode  Size Value (HEX) Byte enable
Onc W | |Entire object Ooac1 ... RD IAC1 |disabled Auto 0
Combination
Oiacz = Entire object  Combine | none w
[Coacz ... |IRD IAC3  |disabled Auto 0
TAC3 Entire object
O Combination Coac3 ... RD IACS  |disabled Auto 0
[iacs .. none v Entire object  Combine |none ~
[Jpacs \| [RD IAC7 | disabled Auto 0
D IACS Entire object
Combination . Data Value Made: -
.. none ounter Al all enabled byt tch
Lliacs > Counton  Count Starton Any:  any enabled byte matches
CNT1 [IACT 0 Any Halfword: all enabled bytes within at least one of the halfwords of the v
D IAC7 ¢ LI.::;:CQ: 32-bit Counter Disable Events
Ciacs oo ) [JoebugMode [Imewvax [newe [Jweentry [JwEExt
fis| |none it T2 Iaci [Trace Disable A NewPID [JLow Power Mode [ Branch and Link
Nexus FIFQ Control Record Data Message Control 1 Message Control 2 Message Control 3 Message Control 4
Dst oy . Start Stop
Data immediately ~ .| | never From | 0x00000000
Stall Threshold 34 v
Cler Entire Object Entire Object Entire Object & Object
[ suppress Data Trace ogran  [mechtsy, —t To (xFFFFFFFF .| ONFFFFFFFF ... | OXFFFFFFFF | | OXFFFFFFFF
(] suppress Program Trace Type | Branch History Messages
[[J suppress OTM Trace Range  Inside Inside Inside Inside
[ suppress Watchpoint Trace Flom [] Generate periadic 0TM
[ suppress DQM wa e v Access | Data Data Data Data
Suppress Threshold | 3/4 ~ oo Control | WR WR RW RW
7 Wizard.. %x  Create Template... [oc ]| abbrechen Filfe

Figure 12: Manual Trace Configuration on Slave Core (CPUO)
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4 Profiling

4.1 Sample Profiler Timeline

The winIDEA Analyzer allows a profiling and visualization of multiple OSes simultaneously.

S-vYHE| @4 alAaBAAAA Total 100,000 ms |

Data /' Value
= I Master_ISR2 NO_ISR_CORE_®

B Millisecond |
ML NO_ISR_CORE_©
E ’E!Hister‘_'l‘asks LowPriority ™ L—

M HighPriority
M idle_CORE_@
M LowPriority

= %1 RunningVM w1 L L1

= It we_IsR2 NO_ISR_CORE_1
M Millisecond
3t NO_ISR_CORE_1

= I8 VM _Tasks LowPriority
B idle CORE_1 I B B T B ® m = | I W m
M LowPriority 1

= I w_1SR2 NO_ISR_CORE_1_| | | | | | | | | | | | | | | |
M Millisecond | | | | | | | | | | | | | | | [ |
Bt NO_ISR_CORE_1 o E— —

= Ibm Sleeping—1— I n pP—n_
M Eating 1 [ =] '
M idle_CORE_1 | ] ] ]
B OnThePhone 1 [ i 1 1 1
B Sleeping I

B Horking N | B | --I

Figure 13: Sample Profiler Timeline

4.2 Task Running State within the VM Context

In the figures below, we take a closer look at the timing behavior of the task “HighPriority” executing
within VMO on the slave core.

@y @ A% ARAR Tetst | 99334 ms
S000ms  ISTONO00ms  ISA0000ms  L0000me  HI00000m:  IAEO000ms  IETH00ms
Y — ol Bewio| T e e s

= I Rumningv Ve b —

— L — L
H o — —
o Vi — [——
N i | —
= TPT voet_18E2 BO_ISR CORE_1 | |
B Millisecond | |
M B ISR _CORE_L
= 191 ey _Taskes BighFricricy
s carricricy = — ﬂ
B 1dle CURZ 1 [ —
W LovPricricy ==—————

M Unimovn CORE 1 w

£ 3
1|2 ms (B2H8HE) 3804 el 356,04 mal1362.25hs D61 | e (163.58H:)
Task in .r=al” Running State
@ ®@ (evssuting in VIV an the real Care) _ @"":I_ d@.. ®. "
Task in  wirtual” Rusmming State
Task zniters Tagk exna
Rurnirg State Rumning Stane

Figure 14: Sample Profiler Timeline, detailed Task Runtime with VM Switches
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The dark red bar during the time periods (1), (2) and (3) indicate that the task “HighPriority” really
executes on the real core while the associated VMO is active (core execution time). The accumulated
core executing time between the point in time when the task first enters running state until the time
the task exists running state, represents the “Net Execution Time” of the task. In this example the Net
Time of the task is 2.1ms.

The light red bars between the point in time when the task first enters running state until the time the
task exists running state, represent the time when the task (and VMO) has been “preempted” by
another VM (VM1 and the HVR).

The timing properties of the task HighPriority are calculated accordingly.

e Net Time: “Real” execution time of the task while the corresponding VM (VMO) is active.
e Gross Time: “Virtual” execution time of the task, including all hypervisor timeslots where VMO

is inactive.
Properties for HighPriority X
Meutral
Mame | HighPriority
Count
Met Time 14.730920 ms
Average 2.104417 ms Dccurred at time
Max [ 2104800 ms | |ese.c89350ms | [-=
Min [ 2104160 ms | [205.866930ms | [
Gross Time 42,305040 ms
Average 6,115005 ms Occurred at time
Max [ 5.115460 ms | |ese.c89380ms | [
Min [5.114740 ms | [wsses4moms | [=
Call Time
Average Occurred at time
Max =
Min -z
Period Time between consecutive entries / writes
Average period | 150,275255 ms Occurred at time
Max. period  [150.282630ms | [806.970310ms | [
Min.period  [150.265020ms | [ss.e01410ms | [
Inactive 955,.520410 ms Time spent outside active state
Average 119.566175 ms Occurred at time
Max [1#9.06740ms | [s13.0855%0ms | [
Min [1#9.150080ms | [sr7183%0ms | [
Abbrechen Hilfe

Figure 15: Sample Timing Properties of OS Task “HighPriority”
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5 Technical Support

5.1 Online Resources

Online Help #

winIDEA and testIDEA
online help

Technical Notes ¥

How-tos for winIDEA
functionalities with scripts

5.2 Contact

Please visit https://www.isystem.com/contact.html for contact details.

Knowledge Base #

Tips & tricks categorized by
issue type and architecture

Application Notes

How-to notes on advanced
use-cases

Tutorials ¥

From beginner to expert

Webinars ¥

Technical webinars about
ISYSTEM tools with use cases

iSYSTEM has made every effort to ensure the accuracy and reliability of the information provided in
this document at the time of publishing. Whilst iSYSTEM reserves the right to make changes to its
products and/or the specifications detailed herein, it does not make any representations or
commitments to update this document.

© iSYSTEM. All rights reserved.
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