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1 Introduction 

The application note provides an overview of the on-chip trace architecture and capabilities of the 
Infineon AURIX micro controller family. Furthermore, this document discusses some common use-
cases of the AURIX trace infrastructure in combination with the iSYSTEM On-Chip Analyzers iC500, 
iC5700 or iC6000.  
 

1.1 Overview of the AURIX On-Chip Trace Architecture 

The AURIX on-chip trace architecture is based on a central trace infrastructure, which can be connected 
to various on-chip system resources like CPUs or buses by means of multiplexors (MUX). This trace 
infrastructure is part of the so-called Multi-Core Debug System (MCDS) and is only available on special 
Emulation Devices.  
Figure 1 shows a simplified block diagram of a TC3x emulation device, including MCDS on-chip trace 
infrastructure. The components within the grey box are only available on Emulation devices. 
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Figure 1: Simplified Block Diagram of a TC3x Emulation Device 

 
The main components of the MCDS trace infrastructure are: 
¶ Trace Multiplexer (MUX) 
¶ Processor Observation Block (POB) 
¶ Bus Observation Block (BOB) 
¶ Multi-Core Cross Connect (MCX) 
¶ Memory Controller (DMC) 
¶ Emulation Memory (EMEM) 
¶ Debug Access Port (DAP), optional DAPE on TC3x on Emulation Devices 
¶ Optional AURORA Gigabit (AGBT) Interface 

 
 
In the following chapters the individual MCDS components are describes in more details. 
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1.2 Trace Multiplexer (MUX) 

The MUX allows to connect the POBs to the various TriCore CPUs implemented on the chip. The TC2x 
AURIX generation implements two POBs. However, some TC2x derivatives (TC2xxTx) include three 
cores. Thus, in these cases only two out of three cores can be connected to a POB. 
 
There are additional multiplexers attached to the Bus Observation Block (BOB) connected to the 
System Resource Interconnect (SRI). These multiplexers allow to select specific SRI slaves to be 
ŎƻƴƴŜŎǘŜŘ ǘƻ ǘƘŜ {wL .h.Σ ŜΦƎΦ [a¦ w!a ƻǊ ǎǇŜŎƛŦƛŎ /t¦ [ƻŎŀƭ w!aǎ ό/t¦л t{twΣ 5{twΧύΦ 
 
Within the winIDEA trace configuration dialog, the Trace Multiplexers are represented by the 
configuration section depicted in Figure 2 όƳŜƴǳΥ ά!ƴŀƭȅȊŜǊ /ƻƴŦƛƎǳǊŀǘƛƻƴ ς Hardware ς /ƻƴŦƛƎǳǊŜΧ - 
a/5{έύΦ 
 

 
Figure 2: winIDEA Analyzer - MCDS Trace Multiplexer Configuration (TC2x) 

 
 
The Processor Observation Block X (POB X) can, for instance, be connected to either nothing, to CPU0, 
CPU1 or CPU2 (see Figure 3). 
Note: With the AURIX TC2x family only the two POBs X and Y are available, whereas the AURIX family 
TC3x implements three POBs X, Y and Z. 
 

 
Figure 3: winIDEA Analyzer ς POB X Processor Selection Options (TC2x) 

 
The Bus Observation Block connected to the SRI (BOB SRI 1/2) can be hooked up to various SRI slaves, 
for instance the processor local RAMs or LMU RAM (see Figure 4).  
 



AURIX Trace Overview and Use-Cases 

4 of 51 Application Note 

www.isystem.com 

 
Figure 4: winIDEA Analyzer ς POB SRI1 SRI Slave Selection Options (on TC277TF) 

 
 
 

1.3 Processor Observation Block (POB) 

Each of the POBs can be connected to one of the TriCore CPUs. The POB can monitor the instruction 
execution and the data transactions performed by the CPU. Thus, a POB can generate trace messages 
for program flow trace and for data access trace. 
In addition, a POB offers various types of hardware comparators which allow to limit/focus trace to 
particular areas of interest, e.g. limit data access trace of specific data address ranges or limit program 
trace to specific program code areas (e.g. functions). 
 
The POB hardware configuration options are represented in winIDEA by a configuration dialog as 
shown in Figure 5. 
 

 
Figure 5: Manual Trace Configuration Dialog for a Processor Observation Block (POB X)  

 
A manual configuration process of a POB is basically done from right to left. The right most column lists 
all available trace triggers of a POB. Such triggers are generated by hardware comparators 
implemented in a POB. The comparators are typically configured to generate a trigger on an address 
or data match, i.e. when the CPU executes an instruction located at a specific address, when the CPU 
accesses (read/write) specific memory locations or when the CPU read/writes a specific data value 
to/from memory. 
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A trigger can then be mapped to one or multiple events. Events can also be formed by an logical AND 
combination of multiple triggers (e.g. write access to a specific address AND write of a specific data 
value). 
An event can finally be connected to one or multiple actions. Such actions can for instance be the start 
of program trace or the capture of an address and value of a data write access. 
Figure 5 illustrates this concepts based on two examples.  
 
Example 1 (blue): 
Use-case:  
Program trace starts once the CPU connected to POB X executes the first instruction of the function 
BswM_MainFunction.  
POB X Configuration: 
The trigger is generated by using an address comparator of the POB Program Trace Unit (PTU). This 
address comparator monitors the CPU Instruction Pointer (IP). As soon as the IP matches the address 
value of BswM_MainFunction, the ptu_trig_0 is asserted. 
The ptu_trig_0 is mapped to Event EVT0.  
Event EVT0 is routed to the Action ptu_enable, thus Program Trace Unit (PTU) gets enabled (generates 
program trace messages) when EVT0 is active. 
 
Example 2 (red): 
Use-Case: 
Data trace records all write access to the global variable isystem_trace, performed be the CPU 
connected to POB X.  
POB X Configuration: 
The trigger is generated by using an address comparator of the POB Data Trace Unit (DTU). This address 
comparator monitors the addresses of data read/write transactions of the CPU connected to POB X. 
When the data read/write address matches the address (range) of the global variable isystem_trace 
the dtu_ea_trig_0 trigger is asserted. 
The dtu_ea_trig_0 trigger is mapped t Event EVT10. 
Event EVT10 is routed to the Actions dtu_wdat and dtu_wadr, thus the Data Trace Unit (DTU) of POB 
X captures the data write data value (wdat) and the data write address (wadr) when EVT10 is active. 
 

1.4 Bus Observation Block (BOB) 

The MCDS implements two Bus Observation Blocks, BOB_SRI and BOB_SPB. The BOB_SPB is connected 
to the SPB peripheral bus. The two sub-blocks of the BOB_SRI can be connected to two slaves of the 
SRI bus.  
 
The BOBs monitor the data transactions, performed by an bus master, over the SRI or SPB, respectively. 
Thus, a BOB can generate trace messages for data access trace. 
In addition, a BOB offers various types of hardware comparators which allow to limit/focus trace to 
particular areas of interest, e.g. limit data access trace of specific data address ranges. 
 
The BOB hardware configuration options are represented in winIDEA by a configuration dialog as 
shown in Figure 6. 
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Figure 6: Manual Trace Configuration Dialog for a SRI Bus Observation Block (BOB_SRI) 

 
A manual configuration process of a BOB is basically done from right to left. The right most column 
lists all available trace triggers of a BOB. Such triggers are generated by hardware comparators 
implemented in a BOB. The comparators are typically configured to generate a trigger on an address 
match, e.g. when a CPU or other SRI bus masters such as a DMA controller accesses (read/write) a 
specific memory locations. There are also other types of comparators available which monitor data 
values of SRI bus transactions or monitor which bus master performs the bus transaction. 
A trigger can then be mapped to one or multiple events. Events can also be formed by and AND 
combination of multiple triggers (e.g. write access to a specific address AND write of a specific bus 
master). 
An event can finally be connected to one or multiple actions. Such actions can for instance be the start 
of data trace, i.e. capturing address and value of a data write transactions. 
Figure 6 illustrates this concepts based on two examples.  
 
Example 1 (blue): 
Use-case:  
Data write trace of the global variable isystem_trace (using for instrumented OS profiling). In this 
example the variable isystem_trace resides in the LMU RAM, i.e. write transactions of all CPUs are 
performed via the SRI bus and thus can be monitored by the BOB_SRI.  
BOB_SRI Configuration: 
The trigger is generated by using an address comparator of the BOB_SRI Data Trace Unit 1 (DTU 1). 
This address comparator monitors the addresses of data read/write transactions via the SRI 
(performed by any SRI bus master). When the data read/write address matches the address (range) of 
the global variable isystem_trace the dtu1_ea_trig_0 trigger is asserted. 
The dtu1_ea_trig_0 trigger is mapped to Event EVT0. 
Event EVT0 is routed to the Actions dtu1_wdat and dtu1_wadr, thus the Data Trace Unit 1 (DTU 1) of 
BOB_SRI captures the data write data value (wdat) and the data write address (wadr) when EVT0 is 
active. 
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Example 2 (red): 
Use-Case: 
Data trace records all write access to the global variable isystem_trace_runnable, performed by CPU1.  
In this example the variable isystem_trace_runnable resides in the LMU RAM, i.e. write transactions 
of all CPUs are performed via the SRI bus and thus can be monitored by the BOB_SRI.  
The bus master ID of CPU1 is 0x2. 
In terms of AUTOSAR profiling, this means that only Runnables executed by CPU1 are profiled. The 
variable isystem_trace_runnable is used for instrumented Runnable trace of all CPUs. 
BOB_SRI Configuration: 
Two types of triggers are used in this example.  
One trigger is generated by using an address comparator of the BOB_SRI Data Trace Unit 2 (DTU 2). 
This address comparator monitors the addresses of data read/write transactions via the SRI 
(performed by any SRI bus master). When the data read/write address matches the address (range) of 
the global variable isystem_trace_runnable the dtu2_ea_trig_0 trigger is asserted. 
The second trigger is generated by using a special comparator type which can monitor which SRI bus 
ƳŀǎǘŜǊ ǇŜǊŦƻǊƳǎ ǘƘŜ {wL ōǳǎ ǘǊŀƴǎŀŎǘƛƻƴ όŀ ǎƻ ŎŀƭƭŜŘ άƳŀǎƪŜŘ ƳŀƎƴƛǘǳŘŜ ŎƻƳǇŀǊŀǘƻǊέύΦ ²ƘŜƴŜǾŜǊ ǘƘŜ 
SRI bus transactions is performed by the bus master with ID=0x2 (i.e. CPU1) the dtu2_acc_trig_0 trigger 
is asserted. 
Both triggers, dtu2_ea_trig_0 and dtu2_acc_trig0 are mapped to Event EVT15. The Event is asserted 
only in case both triggers are active, i.e. they form an AND combination. Thus, EVT15 is only asserted 
when CPU1 performs the data transaction to isystem_trace_runnable. 
Event EVT15 is routed to the Actions dtu2_wdat and dtu2_wadr, thus the Data Trace Unit 2 (DTU 2) of 
POB_SRI captures the data write data value (wdat) and the data write address (wadr) when EVT15 is 
active. 
 

1.5 Multi -Core Cross Connect (MCX) 

The functionality of the MCX can be divided into three categories: 
1. Time Stamp Message Generation 
2. Message Storage Control 
3. Event Counters 
4. Trigger Feedback to Observation Blocks (POB/BOB) 

 
1.5.1 Time Stamp Message Generation 

In order to understand the time stamping concepts of the MCDS it is essential to understand that the 
trace messages delivered by the POBs and BOBs do not contain any timing information, i.e. there is no 
such thing as a time stamp within in each trace message.  
Timing information is added by the MCX by adding dedicated time stamp messages. 
Another important aspect is, that the whole message storage and time stamping approach is based on 
the underlying concept that trace data can be stored on-chip (in the Emulation Memory, EMEM) and 
read out by a trace tool at some later stage. 
 
There are several time stamping concepts available, but typically either one of the following two 
concepts is used. 
For both concepts the time stamps are derived from the counter structure depicted in Figure 7.  
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Figure 7: Time Stamp Counter Structure of the MCX 

 
Time Stamping Concept 1 - Ticks: 
The basic idea behind tick time stamps is an incremental timing information between two subsequent 
trace message, by means of an 8-ōƛǘ ǿƛŘŜ ά¢ƛŎƪέ message. ! ά¢ƛŎƪέ ƳŜǎǎŀƎŜ ǊŜǇǊŜǎŜƴǘǎ ƻƴŜ a/5{ ŎƭƻŎƪ 
cycle. When two subsequence trace message are, for instance, generated four MCDS clock cycles apart 
ŦǊƻƳ ŜŀŎƘ ƻǘƘŜǊΣ ǘƘŜ άǎǇŀŎŜέ ƛƴ ōetween these trace messages is filled with a ά four Ticksέ ƳŜǎǎŀƎŜǎΦ 
LŦ ǘƘŜǎŜ ƛǎ ƴƻ ƴŜǿ ǘǊŀŎŜ ƳŜǎǎŀƎŜ ŦƻǊ нрр a/5{ ŎƭƻŎƪ ŎȅŎƭŜǎΣ ǘƘŜƴ ŀ ǎƻ ŎŀƭƭŜŘ άaǳƭǘƛŎƪέ ƛǎ ŀǳǘƻƳŀǘƛŎŀƭƭȅ 
generated. When a trace tools reads out the on-chip trace buffer, it can incrementally derive the exact 
relative time for each trace message by adding the number of MCDS clock cycles between the trace 
ƳŜǎǎŀƎŜǎ ŀǎ ŘŜŦƛƴŜŘ ōȅ ǘƘŜ ƴǳƳōŜǊ ƻŦ ά¢ƛŎƪέ ƳŜǎǎŀƎŜǎ  
ά¢ƛŎƪέ ōŀǎŜŘ ǘƛƳŜǎǘŀƳǇ Ŏŀƴ ōŜ enabled via the Hardware, MCDS and MCX configuration dialogs as 
shown in Figure 8. 
 

Hardware

Manual Trigger/recorder configuration ς ConfigureΧ - MCDS

Manual Trigger/recorder configuration ς ConfigureΧ - MCX

 
Figure 8: Hardware, MCDS and a/· /ƻƴŦƛƎǳǊŀǘƛƻƴ 5ƛŀƭƻƎǎ ŜƴŀōƭƛƴƎ ά¢ƛŎƪέ ōŀǎŜŘ ¢ƛƳŜ {ǘŀƳǇƛƴƎ 

 
¢Ƙƛǎ ά¢ƛŎƪέ ōŀǎŜŘ ǘƛƳŜ ǎǘŀƳǇƛƴƎ ƛǎ ǘƘŜ Ƴƻǎǘ ŀŎŎǳǊŀǘŜ ǘǊŀŎŜ ƳŜǘƘƻŘ όǘƛƳƛƴƎ ǊŜǎƻƭǳǘƛƻƴ ƛǎ a/5{ ŎƭƻŎƪΣ 
which is typically CPU clock divided by 2), but may consume more trace buffer compared to the 
TSU_REL based concept described below. 
The resolution of a Tick cannot be configured, i.e. it is fixed to one MCDS clock cycle. 
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The Tick time stamp based trace timing reconstruction concept is also depicted in Figure 9. 
 

time

time

EMEM

Trace & Time Stamp Messages received over Time

Recontructed Time of Trace Messages (in Trace Analyzer)

Tick Time Stamp Message Program/Data Trace Message

6 x Tick = 6 x MCDS Clock 3 x Tick = 3 x MCDS Clock

 
Figure 9: Trace Timing Reconstruction using Tick Time Stamps (no Timer Interpolation) 

 
 
 
Note: Tick based time stamping does not support a time correlation (synchronization) of the AURIX  
trace to other trace sources, such as another processor or an iC5700 Add-on module (CAN/LIN or 
ADIO).  
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Time Stamping Concept 2 - TSU_REL: 
When using TSU_REL based time stamping, full 32-bit time stamps (contents of the TSUEMUCNT 
counter) are inserted into the trace stream/storage upon specific triggers. Such triggers can either be 
a periodic expiration of the TSUPRSCL prescaler (TSU_TC_TRIG) or other triggers generated by a POB 
or BOB and forwarded to the MCX. 
There are two typical use-cases. 
 
Use-case 1: Periodic TSU_REL generation 
In this case the pre-scaler TSUPRSCL is used to generate a period TSU_TC_TRIG trigger. This trigger can 
be mapped to a MCX event and the event finally causes the action of generating a TSU_REL message 
(Relative Time Stamp Sync message). All trace massages which occur in between two consecutive 
TSU_REL messages are interpolated (equally distributed) between the TSU_REL messages by the trace 
tool. Therefore, the trace timing accuracy depends on the TSU_TC_TRIG frequency. The higher the 
frequency the higher the timing accuracy. The highest accuracy is achieved by setting the TSUPRSCL 
pre-scaler value to 1.  
If the TSUPRSCL value is 1 and CPU clock (also Main PLL clock) is for instance 200MHz, this means that 
a TSU_REL time stamp message is generated after every 240ns. For a TSUPRSCL value of 4, this would 
mean a TSU_REL message every 600ns. 
Figure 10 show the corresponding MCDS and MCX configuration dialog settings for this use-case. 
 

Hardware

Manual Trigger/recorder configuration ς ConfigureΧ - MCDS

Manual Trigger/recorder configuration ς ConfigureΧ - MCX

 
Figure 10Υ IŀǊŘǿŀǊŜΣ a/5{ ŀƴŘ a/· /ƻƴŦƛƎǳǊŀǘƛƻƴ 5ƛŀƭƻƎǎ ŜƴŀōƭƛƴƎ ά¢{¦w9[έ ōŀǎŜŘ ¢ƛƳŜ {ǘŀƳǇƛƴƎ 
 

 
 
The periodic TSU_REL time stamp based trace timing reconstruction concept is also depicted in Figure 
11. 
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Figure 11: Trace Timing Reconstruction using TSU_REL Stamps and Timer Interpolation 

 
 
 
Use-case 2:  TSU_REL generation upon specific triggers 
This kind of time stamp generation is not recommended. 
 
 
1.5.2 Message Storage Control (in EMEM) 

Trace data can either be stored in the so-called Emulation Memory (EMEM) or it is streamed out via 
the AGBT interface. 
The structure of the EMEM (for a TC2x emulation device) is depicted in Figure 12. 
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The EMEM consists of three parts, the Extended Calibration Memory (XCM), the Trace/Calibration 
Memory (XCM) and the Extended Trace Memory (XTM). 
 
The XCM is used by the calibration software of the application (i.e. CPU). It cannot be used for trace 
(MCDS). 
 
The TCM can either be used by the software (CPU) or be the MCDS. The TCM is separated into so called 
tiles. These tiles can be assigned to either trace or calibration. All the tiles assigned to trace form the 
on-chip trace buffer. The MCX manages how the trace data is written into the TCM trace buffer. The 
ǎǘƻǊŀƎŜ ƻǇŜǊŀǘƛƻƴ ƛƴ ǘƘŜ ōǳŦŦŜǊ ƛǎ ōŀǎƛŎŀƭƭȅ ǇŜǊŦƻǊƳŜŘ ƛƴ ǘǿƻ ǇƘŀǎŜǎΣ ǘƘŜ ǎƻ ŎŀƭƭŜŘ άtǊŜ-¢ǊƛƎƎŜǊ tƘŀǎŜέ 
and the άtƻǎǘ-¢ǊƛƎƎŜǊ tƘŀǎŜέΦ  
 
Pre-Trigger Phase:  
The storage always starts in Pre-Trigger phase.  In this phase, the MCX uses a user-defined portion of 
the available trace buffer (i.e. tiles assigned to trace) as a circular buffer. The size of this circular buffer 
is defined by the Trigger Position. It can either be: 

- Begin => No circular buffer available in Pre-Trigger phase. 
- Center => Half of the trace buffer is used as circular buffer available in Pre-Trigger phase. 
- End => The entire trace buffer is used as circular buffer available in Pre-Trigger phase. 

 
Upon the occurrence of a user-defined Trigger Event, the storage operation switches into the Post-
Trigger phase. This Trigger Event is either generated by the MCX itself or can originate from a Trigger-
Event-Action generated by a POB or BOB.  
Typical Trigger Events are: 

- A CPU executes an instruction at a specific address location, such as an entry into a function. 
- A CPU performs a memory write access to a specific memory address location using a specific 

data value. Such an event could for instance be generated by the OS signaling that a specific 
OS task is running. 

 
 
Post-Trigger Phase: 
In this phase the remaining portion of the trace buffer is filled with trace messages which are generated 
after the occurrence of the Trigger Event (trace_done). Once the allocated trace buffer is full, trace is 
automatically stopped (the CPU operation is not influenced). 
  
The concept is also depicted in Figure 13. 
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Figure 13: EMEM TCM Trigger Concept 

 
 
Figure 14 shows the EMEM TCM Trigger Position configuration dialog in the MCDS tab. 
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Figure 14: EMEM TCM Trigger Position Dialog 

 
 
Figure 15 shows the EMEM TCM Trigger Event configuration dialog in the MCX tab. 
 

 
Figure 15: Sample trace_done Trigger Event Configuration (switch from Pre- to Post-Trigger mode upon 
occurrence of MCX EVT0, imported from POB X). 

 
1.5.3 Event Counters 

The MCX implements a set of event counters. These counters can be incremented, decremented and 
cleared upon ƛƴǇǳǘ ŜǾŜƴǘǎΣ ǎŜƭŜŎǘŀōƭŜ ŦǊƻƳ ŀ Ǉƻƻƭ ƻŦ ŜǾŜƴǘǎΦ {ǳŎƘ ŜǾŜƴǘǎ Ƴŀȅ ōŜ άŎƻǊŜ ƛƴǎǘǊǳŎǘƛƻƴ 
ŜȄŜŎǳǘŜŘέΣ άŎŀŎƘŜ Ƙƛǘέ ƻǊ ŜǾŜƴǘǎ ƛƳǇƻǊǘŜŘ ǘƻ ƻǘƘŜǊ a/5{ ŎƻƳǇƻƴŜnts such as POBs or BOBs. 
The event counter can either be used a trigger course of MCX events or may be may be output via the 
Watchpoint Trace Unit (WTU). 
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1.5.4 Trigger Feedback to Observation Blocks 

Events of the MCX may be exported and routed to observation blocks such as POBs or BOBs, where 
they can be used as triggers. 
For example, program trace of a POBs could be enabled when an event counter of the MCX exceeds a 
certain threshold.  
 
 

1.6 Emulation Memory 

The structure of the Emulation Memory (EMEM) is shown in Figure 12.  
The TCM tiles can be used for the following trace use-cases: 
 
1.6.1 Trace into EMEM until full, Read-out via DAP or JTAG Interface 

This use-ŎŀǎŜ ƛǎ ōŀǎƛŎŀƭƭȅ ŘŜǎŎǊƛōŜŘ ƛƴ άaŜǎǎŀƎŜ {ǘƻǊŀƎŜ /ƻƴǘǊƻƭέ ŎƘŀǇǘŜǊ ŀōƻǾŜΦ 
 
1.6.2 ¢ǊŀŎŜ {ǘǊŜŀƳƛƴƎ Ǿƛŀ 5!t LƴǘŜǊŦŀŎŜ ǳǎƛƴƎ 9a9a ¢ƛƭŜǎ ŦƻǊ ƛƴǘŜǊƛƳ .ǳŦŦŜǊƛƴƎ όά¦ǇƭƻŀŘ ǿƘƛƭŜ 

{ŀƳǇƭƛƴƎέύ 

In this case, the available EMEM tiles are managed by the iSYSTEM tool in a way that allows a 
permanent streaming of trace data. This so-ŎŀƭƭŜŘ ά¦ǇƭƻŀŘ ǿƘƛƭŜ {ŀƳǇƭƛƴƎέ (UWS) mode allows a 
virtually unlimited trace recording, assuming that the trace data generation rate (be  the MCDS) is less 
or equal the data throughput via the DAP interface.  
UWS is operational with a minimum of 2 EMEM tiles. However, it is recommended to allocate a 
minimum of 3 EMEM tiles to trace when using  UWS.  
 
1.6.3 Trace Streaming via AGBT using a EMEM Tile as FIFO 

In this case a TCM tile is used as a FIFO within the AGBT trace data path. Please note, the only on a few 
AURIX derivatives TCM tiles are used as AGBT FIFO. Typically, the AGBT uses the two XTM files as FIFO. 
 
 

1.7 Debug Access Port (DAP) 

The DAP is an Infineon proprietary interface. It can be used as either a 2-pin (DAP0, DAP1) or 3-pin 
(DAP0, DAP1, DAP2) bi-directional interface to communicate debug and trace information between 
the AURIX device and the tool. The DAP pins are multiplexed with the standard JTAG pins and are 
available on every AURIX device (also Production Devices). 
Emulation devices of the TC3x family also offer a second DAP interface, the so-called DAPE. 
 
The DAP interface can operate at clock frequencies of up to 160MHz. The maximum applicable 
frequency depends on the hardware setup, i.e. target board layout (e.g. distance between device and 
DAP connected on the ECU). 
The iSYSTEM iC5700 allows to either access the DAP interface directly via a DAP cable adaptor or via a 
dedicated AURIX DAP Active Probe.  
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¢ƘŜ ƻǇŜǊŀǘƛƻƴ ƳƻŘŜ ŀƴŘ ŎƭƻŎƪ ŦǊŜǉǳŜƴŎȅ Ŏŀƴ ōŜ ŎƻƴŦƛƎǳǊŜŘ ƛƴ ǿƛƴL59! ǿƛǘƘ ǘƘŜ άIŀǊŘǿŀǊŜ ς CPU 

hǇǘƛƻƴǎΧ - {ƻ/έΦ  
Figure 16Υ 5!t /ƻƴŦƛƎǳǊŀǘƛƻƴ hǇǘƛƻƴǎ ƛƴ ǘƘŜ ǿƛƴL59! 5ƛŀƭƻƎ ά/t¦ {ŜǘǳǇ ς {ƻ/έ 

  
 

1.8 AURORA Gigabit (AGBT) Interface 

The AGBT interface is a very-high bandwidth trace streaming interface. It uses differential signaling in 
order to achieve transfer bit rates of several Gbit/s (Gbps). On AURIX devices the AGBT bandwidth is 
typically 2.5 Gbps. This makes the AGBT interface suitable to perform unconditional program trace and 
OS trace on multiple CPUs simultaneously.  
However, as the interface runs at frequencies in the GHz range, high-frequency design rules need to 
be applied when using the AGBT interface on the target hardware. 
 
The AURIX AGBT interface complies with the AURORA trace interface specification of the NEXUS 
5001TM Forum Standard (http://nexus5001.org/) 
 
¢ƘŜ ƻǇŜǊŀǘƛƻƴ ƳƻŘŜ ŀƴŘ ŎƭƻŎƪ ŦǊŜǉǳŜƴŎȅ Ŏŀƴ ōŜ ŎƻƴŦƛƎǳǊŜŘ ƛƴ ǿƛƴL59! ǿƛǘƘ ǘƘŜ άIŀǊŘǿŀǊŜ ς CPU 
hǇǘƛƻƴǎΧ - !ǳǊƻǊŀέΦ 
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Figure 17: AURORA AGBT Configuration Options in the winL59! 5ƛŀƭƻƎ ά/t¦ {ŜǘǳǇ ς !ǳǊƻǊŀέ 
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1.9 Usage of Initialization (.INI) Files 

The Initialization file (.INI) is used to configure the following on-chip features: 

¶ Multi-Core Synchronization 

¶ Peripheral Freeze 

¶ AGBT Trigger Output 
 
 
iSYSTEM provides a INI file for each AURIX family, which covers the typical use-cases. However, a user 
may need to modify the INI file according to the particular use-case. 
 
Listing 1 shows a typical INI file. 
 
01 //TL1: For peripheral Suspend control  

02 //TL2: for CPU HALT indication  

03 

04 // MULTI CORE SYNCHRONIZATION  

05 // break_out outputs from all cores are connected to TL1  

06 // capture and hold on TL1 is enabled  

07 // all cores are suspend targets  

08 A CBS_TLCHE L  0x00000002     // TL1 capture and hold enabled  

09 A CBS_TL1ST L  0x30000007     // all CPUs are suspended target  

10                               // DMA is suspend target  

11                               // HSSL is suspend target  

12 

13 A CBS_TRC0  L  0x00000102     // BT1 -  CPU0 is trigger source  

14                               // HALT connected to TL2  

15 //A CBS_TRC1  L  0x00000100   //  BT1 -  CPU1 is trigger source  

16 //A CBS_TRC2  L  0x0000010 0   //  BT1 -  CPU2 is trigger source  

17 A CBS_TLC   L  0x00000030     // TL1 forced to active  

18 A CBS_TLC   L  0x00000000     // TL1 force removed  

19  

20 // TRACE TRIGGER OUTPUT  

21 // MCDS trig_out_0 is connected to TL4  

22 // output is stretched to min 4PB s clocks  

23 // TL4 line is connected to output port 4 (P32.6)  

24 A CBS_TOPR  L  0x00040000     // TL4 connected to trig out pin 4  

25                               // (port P32.6)  

26 A CBS_TRMT  L  0x00000004     // MCDS trigger out 0 connected to TL4  

27 A CBS_TOPPS L  0x00000200     // trigger output pulse stretched to 4PBs  

28 A P32_PDR0  L  0x30333333     // port P32.6 -  speed grade 4 (max)  

29  

30 // DISABLE TRACE TIME WHEN CPU IS STOPPED  

31 // Master CPU (CPU0) connects HALT output to TL2  

32 // MCDS break_in connection  

33 A CBS_TRMC  L  0x00200000    // MCDS Break in is connected to TL2  

34 

35 // -----------------------  

36 //STM suspend control  

37 A STM0_OCS      L  0x12000000  

38 A STM1_OCS      L  0x12000000  

39 A STM2_OCS      L  0x12000000  

40 // - ----------------------  

41 é 

Listing 1: Sample AURIX Initialization (INI) File 
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2 Trace Use-Cases 

This section discusses some common use-cases. 
 
Use-cases: 

¶ Multi-Core OS Profiling via DAP 

¶ Multi-Core OS and Function Profiling via AGBT 
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2.1 Multi -Core OS Profiling via DAP 

This section demonstrates the profiling of an AUTOSAR OS using all three cores of a TC27x device. The 
objective is to perform a  timing analysis of the running tasks and running ISR2s of all three cores. The 
tasks and ISR2 shall be displayed in the same winIDEA Analyzer window. The trace recording should 
last  several seconds and shall be performed via the DAP interface of the AURIX device. 
 
2.1.1 What needs to be traced? 

The Information Section of the corresponding ORTI file reveals that the OS data object 
hǎψ/ŦƎψ¢ǊŀŎŜψhǎ/ƻǊŜψ/ƻǊŜ·ψ5ȅƴ ƛǎ ǳǎŜŘ ŦƻǊ ǊǳƴƴƛƴƎ ¢ŀǎƪ όά/ǳǊǊŜƴǘ¢ŀǎƪέύ ŀƴŘ ǊǳƴƴƛƴƎ L{wн 
όά/ǳǊǊŜƴǘLǎǊέύ ǘǊŀŎŜΦ 
 
/********************************************************* ***************  

 *  Information Section  

 ************************************************************************/  

 

OS TC27x {  

  vs_SMP_NUMCPU = "3";  

  /* OS information for AUTOSAR core OsCore_Core0 */  

  vs_COREID[0] = "OsCfg_Core_OsCore_Core0.Core.Id";  

  RUNNINGTASK[0] = "OsCfg_Trace_OsCore_Core0_Dyn.CurrentTask";  

  RUNNINGISR2[0] = "OsCfg_Trace_OsCore_Core0_Dyn.CurrentIsr";  

 

  /* OS information for AUTOSAR core OsCore_Core1 */  

  vs_COREID[1] = "OsCfg_Core_OsCore_Core1.Core.Id";  

  RUNNINGTASK[1] = "OsCfg_ Trace_OsCore_Core1_Dyn.CurrentTask";  

  RUNNINGISR2[1] = "OsCfg_Trace_OsCore_Core1_Dyn.CurrentIsr";  

 

  /* OS information for AUTOSAR core OsCore_Core2 */  

  vs_COREID[2] = "OsCfg_Core_OsCore_Core2.Core.Id";  

  RUNNINGTASK[2] = "OsCfg_Trace_OsCore_Core2_Dyn.Cu rrentTask";  

  RUNNINGISR2[2] = "OsCfg_Trace_OsCore_Core2_Dyn.CurrentIsr";  

 

}; /* OS */  

Listing 2: Sample ORTI File of the AUTOSAR Demo Application 

 
 
Displaying the Os_Cfg_Trace_OsCore_CoreX_Dyn objects in the winIDEA Watch window (see Figure 
18) reveals that all of them are located in the local memory of CPU 2 (please refer to the memory map 
description of the Infineon AURIX user manual). 
 

 
Figure 18: winIDEA Watch Window with OS Data Objects used for Tracing RunningTask and RunningISR2 

 
This means that only CPU2 has local access to these objects. The other cores (CPU0 and CPU1) need to 
access their associated OS data object via the SRI. These access paths are relevant for determining 
which on-chip trace concept is most suitable for this setup. 
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As CPU2 accesses its OS object locally, only a POB connected to CPU2 can monitor these data 
transactions. The data transactions to the OS objects of all other CPUs can be monitored by a BOB_SRI 
connected to the SRI slave interface of DSPR of CPU2 (see the corresponding BOB_SRI MUX 
configuration in Figure 25). 
Figure 19 depicts the AURIX internal data transaction paths of the individual CPUs to the OS data 
objects located in DSPR2 (red). It is also shows where the POB and BOB needs to be connected (via 
MUX) in order to monitor (i.e. trace) these transactions. 
 

POB CPU0DSPR0 CPU1DSPR1

CPU2
DSPR2

Program
Data

FLASH

LMU
RAM

OS Data 
Objects

POB

SRI

BOB

 
Figure 19: AURIX-internal Data Access Paths to the OS Data Objects and POB/BOB Observability 

 
 
Please note, the memory allocation and the corresponding MCDS trace setup described above 
applies to this particular sample project. The relevant OS data objects in your AUTOSAR project may 
be located in different memory locations, such as LMU or DSPR of CPU0.  
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2.1.2 winIDEA Configuration 

 
DAP Active Probe Detection 
After the communication to the iC570 has been established, it is recommended to perform a detection 
of the connected Active Probe. This can be done via ǘƘŜ ƳŜƴǳ άIŀǊŘǿŀǊŜ ς Emulation Options ς 
tǊƻōŜέΦ {ŜƭŜŎǘ !ŎǘƛǾŜ tǊƻōŜ ŀƴŘ ǘƘŜƴ ŎƭƛŎƪ ǘƘŜ άwŜŦǊŜǎƘέ ōǳǘǘƻƴΦ {ŜƭŜŎǘ ǘƘŜ ŘŜǘŜŎǘŜŘ 5!t !ŎǘƛǾŜ tǊƻōŜΦ  
In the Active Probe detection shown in Figure 20Σ ǘƘŜ !ŎǘƛǾŜ tǊƻōŜ Ƙŀǎ ōŜŜƴ ƎƛǾŜƴ ŀ ŀƭƛŀǎ ά5!tψ{[±έΦ 
 

 
Figure 20: iC5700 Active Probe Detection. 

 
DAP Width & Frequency Configuration 
As the DAP interface is not only used for debug control communication but also for the transport of 
trace data (Upload-While-Sampling), it is essential to set the DAP to maximum performance, i.e. if 
ǇƻǎǎƛōƭŜ ǳǎŜ ά5!t ²ƛŘŜέ ƳƻŘŜ ŀƴŘ ŀǇǇƭȅ ƳŀȄƛƳǳƳ ǇƻǎǎƛōƭŜ ŎƭƻŎƪ ŦǊŜǉǳŜƴŎȅΦ 
The maximum supported DAP clock frequency supported by both the AURIX device and also the DAP 
Active Probe is 160MHz. However, the individual target board layout may not allow a DAP operation 
at 160MHz. Thus, the maximum applicable DAP clock be evaluated individually on each target setup. 
 
In addition, for maximum Upload-While-Sampling performance, a minimum of 3 TCM tiles should be 
available as Trace Buffer. 
    

 
Figure 21: DAP Interface Configuration  

 
Trace Port Selection 
If the DAP interface is used for debug and trace data transfer, the trace data is still buffered in the on-
ŎƘƛǇ ǘǊŀŎŜ ōǳŦŦŜǊΣ ƛΦŜΦ 9a9aΦ ¢ƘŜǊŜŦƻǊŜΣ ǘƘŜ !ƴŀƭȅȊŜǊ hǇŜǊŀǘƛƻƴ ƳƻŘŜ άhƴ-/ƘƛǇέ ƴŜŜŘǎ ǘƻ ōŜ ǎŜƭŜŎǘŜŘΦ 
The Cycle duration does not represent the CPU clock cycle duration, but the MCDS clock cycle duration 
(The MCSD clock is typically either equal or half the CPU clock.).  
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Figure 22: Trace Port Selection for Trace via DAP (On-Chip) 

 
 
2.1.3 winIDEA Trace Analyzer Configuration 

It is recommended to create a new trace configuration for each trace use-case. 
 

 
Figure 23: Creating a new winIDEA Analyzer Trace Configuration 

 
A trace configuration for OS task and ISR2 profiling of three cores, could, for instance, look like depicted 
in Figure 24. The configuration should have a descriptive name, enabled Profiler Analysis and enabled 
Manual Hardware Trigger Configuration. 
 

 
Figure 24: Sample new Trace Configuration  
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Figure 25 shows the MCDS configuration corresponding to the POB/BOB connectivity described in 
Figure 19. 
 

 
Figure 25: POB/BOB MUX and Timestamping Configuration 

 
Trigger: 
¢ƘŜ ά¢ǊƛƎƎŜǊ tƻǎƛǘƛƻƴέ ǎŜǘǘƛƴƎ ƛǎ ƴƻǘ ǊŜƭŜǾŀƴǘ ƛƴ ǘƘƛǎ ŎŀǎŜΣ ŀǎ ǿŜ ǿƛƭƭ ǳǎŜ 5!t ¦ǇƭƻŀŘ-While-Sampling. 
 
MUX: 
The BOB_SRI and POB X and Y MUXes are set in the following way: 

¶ BOB_SRLмΥ /t¦н όt{twΣ 5{twΧύ, i.e. connected to the SRI interface of the CPU2 local memory. 

¶ BOB_SRI2: /t¦н όt{twΣ 5{twΧύ, i.e. connected to the SRI interface of the CPU2 local memory. 

¶ POB X: CPU2, i.e. connected to CPU2 
 
Time stamps: 
TICK time stamping is ǳǎŜŘ όά!ǎǎǳƳŜ ǎƻǳǊŎŜ ǘƻ ōŜ ǘƛŎƪέύΦ 
Lƴ ǘƘƛǎ ŎŀǎŜΣ ǘƘŜ ǾŀƭǳŜ ŜƴǘŜǊŜŘ ŦƻǊ ¢{¦tw{/[ ŀƴŘ ŀƭǎƻ ǘƘŜ άwŜŦŜǊŜƴŎŜ ŎƭƻŎƪέ ǎŜƭŜŎǘƛƻƴ ƛǎ ƛǊǊŜƭŜǾŀƴǘΦ 
 
Options: 
No additional options need to be enabled. 
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Figure 26 shows the required POB X configuration (POB X is connected to CPU2). 
 

 
Figure 26: POB_X Configuration to trace Data Write Access of Core 2 to the OS Objects of Core 2 

 
Trigger: 

¶ Two magnitude comparators (address comparators) generate a trigger when CPU2 accesses 
the Running Task and Running ISR2 signaling variables of the OS. 

 
Configuration of dtu_ea_trig_2 (Running Task): 

 
 
Configuration of dtu_ea_trig_2 (Running ISR2): 

 
 
Events: 

¶ Trigger dtu_ea_trig_2 is mapped to EVT10. 

¶ Trigger dtu_ea_trig_3 is mapped to EVT11. 
 
Actions: 
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¶ EVT10 or EVT11 both cause capturing the Write Access Data (dcu_wdat) and Write Access 
Address (dcu_waddr). 

 
Figure 27 shows the required POB Y configuration (POB Y is not connected to any CPU). 
 

 
Figure 27: POB_Y Configuration, not used in this use-case 
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Figure 28 shows the required BOB_SRI configuration. In this configuration the Data Trace Unit 1 (DTU1) 
of the BOB_SRI is used to trace the CurrentTask and CurrentIsr object of CPU0, DTU2 is used to trace 
the CurrentTask and CurrentIsr object of CPU1.  
 

 
Figure 28: BOB_SRI Configuration to trace Data Write Accessed of Cores 0 and 1 to the corresponding OS 
Objects 
 

Trigger: 

¶ Two magnitude comparators (address comparators) generate a trigger when CPU0/1 access 
the corresponding CurrentTask (Running Task) and CurrentIsr (RunningISR2) variables of the 
OS. 

 
Configuration of dtu1_ea_trig_0 (Running Task): 

 
 
Configuration of dtu1_ea_trig_1 (Running ISR2): 

 
 
DTU2 is configured accordingly. 
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Events: 

¶ Trigger dtu1_ea_trig_0 is mapped to EVT0. 

¶ Trigger dtu1_ea_trig_0 is mapped to EVT1. 

¶ Trigger dtu2_ea_trig_0 is mapped to EVT14. 

¶ Trigger dtu2_ea_trig_0 is mapped to EVT15. 
 
 
Actions: 

¶ EVT0 or EVT1 both cause capturing (by DTU1) the Write Access Data (dtu1_wdat) and Write 
Access Address (dtu1_waddr). 

¶ EVT14 or EVT15 both cause capturing (by DTU2) the Write Access Data (dtu2_wdat) and Write 
Access Address (dtu2_waddr). 
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Figure 29 shows the MCX configuration required to use TICK time stamping. 
 

 
Figure 29: MCX Configuration to generate TICKS for Time Stamping and Upload-While-Sampling 

 
 
As a final stage of the trace configuration the Recorder, i.e. iC5700, properties need to be set. In this 
use-case we immediately start trace recording and use the Upload-While-Sampling feature to stream 
trace messages via the DAP interface. 
Figure 30 depicts the corresponding Recorder settings.  
 

 
Figure 30: Analyzer Configuration for DAP Upload-While-Sampling (UWS) and immediate Recording 
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2.1.4 winIDEA Profiler Configuration 

 
In order to make winIDEA and the winIDEA Profiler aware of the AUTOSAR OS running on the target 
the so-called ORTI file, generated by the AUTOSAR generation tool, needs to be imported into winIDEA. 
This is done via the menu ά5ŜōǳƎ ς hǇŜǊŀǘƛƴƎ {ȅǎǘŜƳΧέΦ 
 
²ƘŜƴ ƛƳǇƻǊǘƛƴƎ ǘƘŜ !¦¢h{!w hw¢L ŦƛƭŜ Ǿƛŀ ǘƘŜ άbŜǿΧέ ōǳǘǘƻƴΣ ǘƘŜ h{ ǘȅǇŜ άh{9Y !¦¢h{!wέ Ƙŀǎ ǘƻ 
be selected (see Figure 31). Afterwards you can give the OS awareness some descriptive name. In our 
example shown in Figure 32Σ ǘƘŜ hw¢L ŦƛƭŜ Ƙŀǎ ǘƘŜ ƴŀƳŜ άhǎψ¢ǊŀŎŜΦhw¢έΦ !ǎ ǘƘŜ !¦¢h{!w h{ ǳǎŜŘ ƛƴ 
this example is a Vector Microsar OS, we name the OS-ŀǿŀǊŜƴŜǎǎ ǘƘŜ ƴŀƳŜ άaƛŎǊƻǎŀǊ hw¢LέΦ  
  

 
Figure 31: Creating of a new OSEK AUTOSAR OS Awareness 

 
 

 
Figure 32Υ {ŜƭŜŎǘƛƻƴ ƻŦ ǘƘŜ !¦¢h{!w hw¢L CƛƭŜ όƛƴ ǘƘƛǎ ŜȄŀƳǇƭŜ ǘƘŜ ŦƛƭŜ άhǎψ¢ǊŀŎŜΦhw¢έύ 

 
 
! ά5ƻǿƴƭƻŀŘέ ƻǊ ά{ȅƳōƻƭ 5ƻǿƴƭƻŀŘέ ƻǇŜǊŀǘƛƻƴ ŀƭǎƻ ǊŜŀŘǎ ƛƴ ǘƘŜ hw¢L ŦƛƭŜΦ 
Subsequently, the winIDEA Profiler can be configured to utilize the information given by the ORTI file. 
As shown in Figure 33Σ ǘƘŜ ǇǊƻŦƛƭƛƴƎ ƻŦ άh{ ƻōƧŜŎǘǎέ ƴŜŜŘǎ ǘƻ ōŜ ŜƴŀōƭŜŘΦ  
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Figure 33Υ άh{ {ŜǘǳǇΧέ /ƻƴŦƛƎǳǊŀǘƛƻƴ ƻŦ ǘƘŜ !ƴŀƭȅȊŜǊ ς Profiler Dialog 

 
 
tǳǎƘƛƴƎ ǘƘŜ άh{ {ŜǘǳǇΧέ ōǳǘǘƻƴ ƻǇŜƴǎ ǘƘŜ άw¢h{ tǊƻŦƛƭŜǊ hǇǘƛƻƴǎέ ŘƛŀƭƻƎΦ ¢ƘŜ ƴŀƳŜ ƻŦ ǘƘŜ hǇŜǊŀǘƛƴƎ 
{ȅǎǘŜƳǎ ŎƻǊǊŜǎǇƻƴŘǎ ǘƻ ǘƘŜ ƴŀƳŜ ǘƘŀǘ ǿŀǎ ƎƛǾŜƴ Ǿƛŀ ǘƘŜ ά5ŜōǳƎ ς hǇŜǊŀǘƛƴƎ {ȅǎǘŜƳΧέ ŘƛŀƭƻƎΣ ǿƘŜƴ 
selecting the ORTI file. 
!ƭƭ h{ ƻōƧŜŎǘǎ ŘŜǎŎǊƛōŜŘ ōȅ ǘƘŜ hw¢L ŀǊŜ ƭƛǎǘŜŘ ǳƴŘŜǊ άhōƧŜŎǘǎ ǘƻ ǇǊƻŦƛƭŜέΦ hƴŜ ƻǊ ƳǳƭǘƛǇƭŜ ƻōƧects can 
be selected for profiling. The sub-ǿƛƴŘƻǿ άhōƧŜŎǘ LƴŦƻΥέ ǇǊƻǾƛŘŜǎ ƳƻǊŜ ŘŜǘŀƛƭŜŘ ƛƴŦƻ ƻŦ ŀ ǎŜƭŜŎǘŜŘ 
object, such as the Name given in the ORTI file and the type of signaling. 
In the example shown in Figure 33 the ORTI object RUNNINGTASK[0], i.e. the Running Task on CPU0, 
is signaled via the global variable Os_Cfg_Trace_OsCore0_Dyn.CurrentTask. As described in the section 
2.1.2 these are the global variables which need to be observed via Data Trace. 
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2.1.5 winIDEA Profiler View 

Figure 34 shows the resulting profiler timeline. 
 

 
Figure 34: Sample winIDEA Profiler Timeline, showing Running Tasks and Running ISR2s of all three Cores of a 
Multi-Core AUTOSAR OS running on an Infineon AURIX TC277  
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2.2 Multi -Core OS & Program Trace via AGBT 

 
This section demonstrates the code/function profiling of an AUTOSAR OS based multi-core application. 
How many cores can be profiled in parallel depends on the number of available POBs, i.e. either two 
or three cores. The objective is to perform timing analysis of the complete software running on the 
cores. The OS running tasks and running ISR2s are also traced. This is needed when nested function 
profiling is done on systems using a pre-emptive operation system (such as the AUTOSAR OS). 
bŜǎǘŜŘ ŦǳƴŎǘƛƻƴ ǇǊƻŦƛƭƛƴƎ ƛǎ ǇǊƻǾƛŘŜŘ ǿƘŜƴ ǘƘŜ ǿƛƴL59! tǊƻŦƛƭŜǊ ƻǇŜǊŀǘŜǎ ƛƴ ŜƛǘƘŜǊ άwŀƴƎŜέ ƻr 
ά9ƴǘǊȅκ9Ȅƛǘέ ƳƻŘŜΦ 
The AGBT interface is designed to provide sufficient trace bandwidth for such a use-case (see also 
section 1.8) 
 
2.2.1 What needs to be traced? 

This use-case requires tracing of the program flow as well as the OS task and ISR2 context. Program 
flow trace can only be done by means of Processor Observation Blocks (POB).  
 
In the sample use-case discussed in the following section, we assume that the multi-core AUTOSAR 
application is running on three TriCore cores of a TC277TF device. On this device the MCDS offers two 
POBs, i.e. only on two out of three cores the program flow can be traced. In our particular use-case 
here we decide to focus on CPU0 and CPU2, thus we trace the program flow of CPU0 and CPU2 via 
POBs. The data accesses of CPU2 to the OS objects are also traced by the connected POB. The data 
accesses of the other two cores (CPU0 and CPU1 can be traced by means of one BOB, by connecting it 
to the DSPR2 slave of the SRI. Thus, overall we can trace: 

- The program flow of CPU0 and CPU2 
- The OS tasks and ISR2 of all three cores 

 
Figure 35  depicts the overall setup. 
 

POB CPU0DSPR0 CPU1DSPR1

CPU2
DSPR2

Program
Data

FLASH

LMU
RAM
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OS Data 
Objects

POB

SRI

BOB

 
Figure 35: Sample AURIX-internal Data Access Paths & POB/BOB Connectivity for Multi-Core Program Flow and 
OS Trace 

 
  



AURIX Trace Overview and Use-Cases 

33 of 51 Application Note 

www.isystem.com 

2.2.2 winIDEA Configuration 

 
Infineon AGBT Active Probe Detection 
After the communication to the iC570 has been established, it is recommended to perform a detection 
ƻŦ ǘƘŜ ŎƻƴƴŜŎǘŜŘ !ŎǘƛǾŜ tǊƻōŜΦ ¢Ƙƛǎ Ŏŀƴ ōŜ ŘƻƴŜ Ǿƛŀ ǘƘŜ ƳŜƴǳ άIŀǊŘǿŀǊŜ ς Emulation Options ς 
tǊƻōŜέΦ {ŜƭŜŎǘ !ŎǘƛǾŜ tǊƻōŜ ŀƴŘ ǘƘŜƴ ŎƭƛŎƪ ǘƘŜ άwŜŦǊŜǎƘέ ōǳǘǘƻƴΦ {ŜƭŜŎǘ ǘƘŜ ŘŜǘŜŎǘŜŘ !D.¢ !Ŏǘive 
Probe.  
 

 
Figure 36: AGBT Active Probe Detection 

 
 
DAP Width & Frequency Configuration / AGBT Flush & Buffer Configuration 
Although an AGBT Active Probe is used, the bi-directional debug communication is still performed via 
the DAP interface. Therefore, also the DAP interface needs to be configured. DAP mode should be set 
ǘƻ ά5!t ²ƛŘŜέΣ ǘƘŜ 5!t ŎƭƻŎƪ ǎǇŜŜŘ ƛǎ ƴƻǘ ǘƘŀǘ ŎǊƛǘƛŎŀƭ ƛƴ ǘƘƛǎ Ŏŀse as the high-bandwidth trace data  
streaming is routed through the AGBT interface. 
¢ƘŜǎŜ ǎŜǘǘƛƴƎǎ Ŏŀƴ ōŜ ŎƻƴŦƛƎǳǊŜŘ Ǿƛŀ ǘƘŜ άIŀǊŘǿŀǊŜ ς /t¦ hǇǘƛƻƴǎΧ - {ƻ/έ ŘƛŀƭƻƎ ŀǎ ǎƘƻǿƴ ƛƴ Figure 
37. 

 
Figure 37: DAP Mode/Frequency Selection & AGBT Flush/Buffer Selection 

 
¢ƘŜ ƻǇǘƛƻƴ άFlush trace when AGBT is stopped should be enabled. However, in case an AGBT overflow 
occurs at the end of the trace recording, this option should be disabled. Potentially , the flush operation 
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which is performed when trace is stopped may actually cause an AGBT overflow. Thus, disabling the 
AGBT buffer flushing may eliminate the overflow.  
 
Which type of Trace Buffer can be used depends on the individual device. In general, either EMEM 
TCM tiles or the EMEM XTM can be used as AGBT FIFO buffer. 
 
Trace Port Selection 
As the AGBT interface iǎ ǳǎŜŘ ƘŜǊŜΣ ǘƘŜ !ƴŀƭȅȊŜǊ Ƴǳǎǘ Ǌǳƴ ƛƴ hǇŜǊŀǘƛƻƴ ƳƻŘŜ ά!¦whw! ¢ǊŀŎŜ tƻǊǘέΦ 
 

 
Figure 38: Analyzer Trace Port Selection for AGBT  

 
The Cycle duration does not directly represent the CPU clock cycle duration, but the MCDS clock cycle 
duration. The CPU and also the MCDS clock can be obtained via the TriCore Plugin, which can be 
ƻǇŜƴŜŘ Ǿƛŀ ǘƘŜ ƳŜƴǳ ά±ƛŜǿ ς ¢Ǌƛ/ƻǊŜέΦ 
tǳǎƘ ǘƘŜ άwŜŦǊŜǎƘέ ōǳǘǘƻƴ ǿƘƛƭŜ ǘƘŜ /t¦ ƛǎ ǊǳƴƴƛƴƎΦ ¢ƘŜ ǇƭǳƎƛƴ ǿƛƭƭ ŘƛǎǇƭŀȅ ǘƘŜ ŎǳǊǊŜƴǘ ŎƭƻŎƪ ǎŜǘǘƛƴƎǎ 
for CPU and MCDS in Hz. In the sample shown in Figure 39, the MCDS clock is equal to the CPU clock, 
running at 80MHz.  
Especially for higher CPU clock frequencies, the MCDS clock is typically half the CPU clock. 
 

 
Figure 39: Sample TriCore Plugin View (MCDS and CPU running at 80MHz, i.e. Cycle Duration is 12.5ns) 

 
In addition, the AGBT interface to be configured. The parameters are: 

- Number of lanes: How many AURORA Lines are used for the AGBT interface. Most AURIX 
devices support only 1 AURORA lane. 

- Baudrate: Most AURIX devices support a bitrate of either 1.25Gbps or 2.5Gbps. If possible, 
select the higher bitrate to allow for a maximum trace bandwidth. 

- Generate clock: This parameter is ignored for AURIX devices. 
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Figure 40: AGBT Interface Configuration (Number of Lanes, Baudrate) 

 
 
2.2.3 winIDEA Trace Analyzer Configuration 

You can either create a new trace configuration for this trace use-case, or you can derive it from an 
already existing configuration, e.g. from OS profiling configuration described in section 2.1. 
 

 
 

 
 
 

 
Figure 41: Derive a new winIDEA Analyzer Trace Configuration from an existing Configuration 

 
A trace configuration for OS task and ISR2, as a full program trace profiling of two cores (CPU0 and 
CPU2), could, for instance, look like depicted in Figure 41. The configuration should have a descriptive 
name, enabled Profiler Analysis and enabled Manual Hardware Trigger Configuration. 
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Figure 42 shows the MCDS configuration corresponding to the POB/BOB connectivity described in 
Figure 35. 
 

 
Figure 42: POB/BOB MUX and Timestamping Configuration 

 
Trigger: 
¢ƘŜ ά¢ǊƛƎƎŜǊ tƻǎƛǘƛƻƴέ ǎŜǘǘƛƴƎ ƛǎ ƴƻǘ ǊŜƭŜǾŀƴǘ ƛƴ ǘƘƛǎ ŎŀǎŜΣ ŀǎ ǿŜ ǿƛƭƭ ǳǎŜ 5!t ¦ǇƭƻŀŘ-While-Sampling. 
 
MUX: 
The BOB_SRI and POB X and Y MUXes are set in the following way: 

¶ .h.ψ{wLмΥ /t¦н όt{twΣ 5{twΧύ, i.e. connected to the SRI interface of the CPU2 local memory. 

¶ BOB_SRI2: /t¦н όt{twΣ 5{twΧύ, i.e. connected to the SRI interface of the CPU2 local memory. 

¶ POB X: CPU0, i.e. connected to CPU0 

¶ POB Y: CPU2, i.e. connected to CPU2 
 
Time stamps: 
¢L/Y ǘƛƳŜ ǎǘŀƳǇƛƴƎ ƛǎ ǳǎŜŘ όά!ǎǎǳƳŜ ǎƻǳǊŎŜ ǘƻ ōŜ ǘƛŎƪέύΦ 
Lƴ ǘƘƛǎ ŎŀǎŜΣ ǘƘŜ ǾŀƭǳŜ ŜƴǘŜǊŜŘ ŦƻǊ ¢{¦tw{/[ ŀƴŘ ŀƭǎƻ ǘƘŜ άwŜŦŜǊŜƴŎŜ ŎƭƻŎƪέ ǎŜƭŜŎǘƛƻƴ ƛǎ ƛǊǊŜƭŜǾŀƴǘΦ 
 
Options: 
No additional options need to be enabled. 
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Figure 43 shows the required POB X configuration (POB X is connected to CPU0). 
 

 
Figure 43: POB_X Configuration to trace the Program Flow of Core 0 

 
Trigger: not used 
Event: not used 
Action: 

¶ ptu_enable: ALWAYS (unconditional program flow trace) 
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How to handle Program Flow Trace Overflows? 
For program trace on CPU2, a first attempt also used unconditional program trace, i.e. ptu_enable = 
ALWAYS. However, this trace configuration generated immediate AGBT trace buffer overflows. Further 
analysis reveals that the root cause for the overflow is the execution of a short software loop, while 
the OS idle task is running on CPU2. This software loop is implemented in the OS function 
άhǎψIŀƭψ/ƻǊŜCǊŜŜȊŜέΦ  
Such short software loops are generally rather άǘǊŀŎŜ ǳƴŦǊƛŜƴŘƭȅέ ŀǎ ǘƘŜȅ ƎŜƴŜǊŀǘŜ ǇǊƻƎǊŀƳ ǘǊŀŎŜ 
message at a high rate and therefore tend to overflow trace buffer/interfaces. 
As shown in Figure 44 ǘƘŜ άhǎψIŀƭψ/ƻǊŜCǊŜŜȊŜέ ŦǳƴŎǘƛƻƴ ƛƳǇƭŜƳŜƴǘǎ ŀ ǎƛƳǇƭŜ ǿŀƛǘ ƭƻƻǇ ōȅ ƧǳƳǇƛng 
to itself. Each jump generates a program trace message (IPI_C message). 

 
Figure 44Υ tǊƻƎǊŀƳ ǘǊŀŎŜ ǊŜŎƻǊŘƛƴƎ ƻŦ ǘƘŜ ǎƻŦǘǿŀǊŜ ƭƻƻǇ ƛƳǇƭŜƳŜƴǘŜŘ ƛƴ άhǎψIŀƭψ/ƻǊŜCǊŜŜȊŜέΦ 

 
In order to avoid these overflows, we can either add NOP instructions within the loop (to reduce the 
trace message generation rate) or we exclude this software loop of the Idle task from the program flow 
trace. Modification of the source code is often not possible, so we go for the option excluding the loop 
from program trace. In other words, the POB connected to CPU2 is configured in a way that it generates  
program trace messages for all code areas, except when the core executes code of the function body 
ƻŦ ǘƘŜ ŦǳƴŎǘƛƻƴ άhǎψIŀƭψ/ƻǊŜCǊŜŜȊŜέΦ   
 
A magnitude (i.e. address range) compactor of the POB is used to generate a trigger when the CPU 
instruction pointer (address of executed instruction) falls into the address range of 
άhǎψIŀƭψ/ƻǊŜCǊŜŜȊŜέΦ 

 
Figure 45: PTU address range trigger ŎƻǾŜǊƛƴƎ ǘƘŜ άhǎψIŀƭψ/ƻǊŜCǊŜŜȊŜέ ƻōƧŜŎǘΦ 

 
The trigger (ptu_trig_0) is mapped to event EVT0 and inverted (NOT). Thus, the Event is active while 
ǘƘŜ /t¦ ŜȄŜŎǳǘŜǎ ƛƴǎǘǊǳŎǘƛƻƴ ƻǳǘǎƛŘŜ ƻŦ ǘƘŜ άhǎψIŀƭψ/ƻǊŜCǊŜŜȊŜέ ŦǳƴŎǘƛƻƴ ōƻŘȅΦ 
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Figure 46: ptu_trig_0 is mapped to EVT0 and inverted (NOT)  
 

Finally, the event EVT0 is mapped to the Program Trace enable action (ptu_enable). 
While (Level = State) the event EVT0 is active (Qualifier = Active), program trace is enabled.  
 

 
Figure 47: Enabling Program Trace while EVT0 is active.  
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Figure 48 shows the required POB Y configuration (POB Y is connected to CPU2). 
 

 
Figure 48: POB_Y Configuration to trace the Program Flow and Data Write Accesses to the OS Objects of Core 2 

 
Trigger: 

¶ Two magnitude comparators (address range comparators) of the Data Trace Unit (DTU) of the 
POB generate a trigger when CPU2 access the corresponding CurrentTask (Running Task) and 
CurrentIsr (RunningISR2) variables of the OS. 

¶ A magnitude comparator (address range comparator) of the Program Trace Unit (PTU) of the 
POB generates a trigger when CPU2 executes an instruction located in the address range 
ŎƻǾŜǊŜŘ ōȅ ǘƘŜ ŦǳƴŎǘƛƻƴ άhǎψIŀƭψ/ƻǊŜCǊŜŜȊŜέΦ 

 
Events: 

¶ Trigger dtu_ea_trig_2 is mapped to EVT10. 

¶ Trigger dtu_ea_trig_3 is mapped to EVT11. 

¶ Trigger ptu_trig_0 is inverted (!) and mapped to EVT0. 
 
Actions: 

¶ EVT10 or EVT11 both cause capturing (by DTU) the Write Access Data (dtu_wdat) and Write 
Access Address (dtu_waddr). 

¶ EVT0 is mapped to Action ptu_enable, i.e. program trace is enabled while EVT0 is true, i.e. the 
CPU executed instruction located outside of the function body of function 
άhǎψIŀƭψ/ƻǊŜCǊŜŜȊŜέΦ 
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Figure 49 shows the required BOB_SRI configuration. In this configuration the Data Trace Unit 1 (DTU1) 
of the BOB_SRI is used to trace the CurrentTask and CurrentIsr object of CPU0, DTU2 is used to trace 
the CurrentTask and CurrentIsr object of CPU1.  
 

 
Figure 49: BOB_SRI Configuration to trace Data Write Accessed of Cores 0 and 1 to the corresponding OS 
Objects 
 

Trigger: 

¶ Two magnitude comparators (address comparators) generate a trigger when CPU0/1 access 
the corresponding CurrentTask (Running Task) and CurrentIsr (RunningISR2) variables of the 
OS. 

 
Configuration of dtu1_ea_trig_0 (Running Task): 

 
 
Configuration of dtu1_ea_trig_1 (Running ISR2): 

 
 
DTU2 is configured accordingly. 
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Events: 

¶ Trigger dtu1_ea_trig_0 is mapped to EVT0. 

¶ Trigger dtu1_ea_trig_0 is mapped to EVT1. 

¶ Trigger dtu2_ea_trig_0 is mapped to EVT14. 

¶ Trigger dtu2_ea_trig_0 is mapped to EVT15. 
 
 
Actions: 

¶ EVT0 or EVT1 both cause capturing (by DTU1) the Write Access Data (dtu1_wdat) and Write 
Access Address (dtu1_waddr). 

¶ EVT14 or EVT15 both cause capturing (by DTU2) the Write Access Data (dtu2_wdat) and Write 
Access Address (dtu2_waddr). 
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Figure 50 shows the MCX configuration required to use TICK time stamping. 
 

 
Figure 50: MCX Configuration to generate TICKS for Time Stamping and Upload-While-Sampling 

 
 
As a final stage of the trace configuration the Recorder, i.e. iC5700, properties need to be set. In this 
use-case we immediately start trace recording. 
Figure 51 depicts the corresponding Recorder settings.  
 

 
Figure 51: Analyzer Configuration for immediate Trace Recording 
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2.2.4 winIDEA Profiler Configuration 

 
In order to make winIDEA and the winIDEA Profiler aware of the AUTOSAR OS running on the target 
the so-called ORTI file, generated by the AUTOSAR generation tool, needs to be imported into winIDEA. 
¢Ƙƛǎ ƛǎ ŘƻƴŜ Ǿƛŀ ǘƘŜ ƳŜƴǳ ά5ŜōǳƎ ς hǇŜǊŀǘƛƴƎ {ȅǎǘŜƳΧέΦ 
 
²ƘŜƴ ƛƳǇƻǊǘƛƴƎ ǘƘŜ !¦¢h{!w hw¢L ŦƛƭŜ Ǿƛŀ ǘƘŜ άbŜǿΧέ ōǳǘǘƻƴΣ ǘƘŜ h{ ǘȅǇŜ άh{9Y !¦¢h{!wέ Ƙŀǎ ǘƻ 
be selected (see Figure 52). Afterwards you can give the OS awareness some descriptive name. In our 
example shown in Figure 53Σ ǘƘŜ hw¢L ŦƛƭŜ Ƙŀǎ ǘƘŜ ƴŀƳŜ άhǎψ¢ǊŀŎŜΦhw¢έΦ !ǎ ǘƘŜ !¦¢h{!w h{ ǳǎŜŘ ƛƴ 
this example is a Vector Microsar OS, we name the OS-ŀǿŀǊŜƴŜǎǎ ǘƘŜ ƴŀƳŜ άaƛŎǊƻǎŀǊ hw¢LέΦ  
 

 
Figure 52: Creating of a new OSEK AUTOSAR OS Awarenss 

 
 

 
Figure 53Υ {ŜƭŜŎǘƛƻƴ ƻŦ ǘƘŜ !¦¢h{!w hw¢L CƛƭŜ όƛƴ ǘƘƛǎ ŜȄŀƳǇƭŜ ǘƘŜ ŦƛƭŜ άhǎψ¢ǊŀŎŜΦhw¢έύ 

 
 
! ά5ƻǿƴƭƻŀŘέ ƻǊ ά{ȅƳōƻƭ 5ƻǿƴƭƻŀŘέ ƻǇŜǊŀǘƛƻƴ ŀƭǎƻ ǊŜŀŘǎ ƛƴ ǘƘŜ ORTI file. 
Subsequently, the winIDEA Profiler can be configured to utilize the information given by the ORTI file. 
As shown in Figure 53Σ ǘƘŜ ǇǊƻŦƛƭƛƴƎ ƻŦ άh{ ƻōƧŜŎǘǎέ ƴŜeds to be enabled.  
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Figure 54Υ άh{ {ŜǘǳǇΧέ /ƻƴŦƛƎǳǊŀǘƛƻƴ ƻŦ ǘƘŜ !ƴŀƭȅȊŜǊ ς Profiler Dialog 

 
 
tǳǎƘƛƴƎ ǘƘŜ άh{ {ŜǘǳǇΧέ ōǳǘǘƻƴ ƻǇŜƴǎ ǘƘŜ άw¢h{ tǊƻŦƛƭŜǊ hǇǘƛƻƴǎέ ŘƛŀƭƻƎΦ ¢ƘŜ ƴŀƳŜ ƻŦ ǘƘŜ hǇŜǊŀǘƛƴƎ 
Systems corresponds to the name that ǿŀǎ ƎƛǾŜƴ Ǿƛŀ ǘƘŜ ά5ŜōǳƎ ς hǇŜǊŀǘƛƴƎ {ȅǎǘŜƳΧέ ŘƛŀƭƻƎΣ ǿƘŜƴ 
selecting the ORTI file. 
!ƭƭ h{ ƻōƧŜŎǘǎ ŘŜǎŎǊƛōŜŘ ōȅ ǘƘŜ hw¢L ŀǊŜ ƭƛǎǘŜŘ ǳƴŘŜǊ άhōƧŜŎǘǎ ǘƻ ǇǊƻŦƛƭŜέΦ hƴŜ ƻǊ ƳǳƭǘƛǇƭŜ ƻōƧŜŎǘǎ Ŏŀƴ 
be selected for profiling. The sub-ǿƛƴŘƻǿ άhōƧŜŎǘ LƴŦƻΥέ ǇǊƻǾƛŘŜǎ Ƴore detailed info of a selected 
object, such as the Name given in the ORTI file and the type of signaling. 
In the example shown in Figure 54 the ORTI object RUNNINGTASK[0], i.e. the Running Task on CPU0, 
is signaled via the global variable Os_Cfg_Trace_OsCore0_Dyn.CurrentTask. As described in the section 
2.1.2 these are the global variables which need to be observed via Data Trace. 
 
In addition to OS objects, also the entire code shall be profiled. This requires the following 
configurations. 
¢ƘŜ άtǊƻŦƛƭŜ ς /ƻŘŜέ ƻǇǘƛƻƴ ƴŜŜŘs to be enabled and also a Code Profiler Operation mode needs to be 
selected. 
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In general, the following function profiling modes are supported: 
 

Operating 
Mode 

Concepts Description 

Entry/Exit 

Function 
Nesting 

Profiling in Entry/Exit mode also recognizes function nesting.  

Operating 
System 

If a preemptive Operating System (OS) is used, it is required to also 
signal and profile the context switches of the OS.  
The profiler basically maintains a function call stack for each 
recognized OS context. 

Compiler 
Optimization 

Entry/Exit mode profiling does not cater for function exit 
optimizations, i.e. function exit optimizations may yield this 
profiling mode unusable. 

Flat 

Function 
Nesting 

Profiling in Flat mode does not recognize function nesting. It 
assume a valid entry/exit sequence for each function. 

Operating 
System 

In Flat mode it is not necessary to also profile the context switches 
of an OS. 

Compiler 
Optimization 

Flat mode profiling is not affects by compiler optimizations. 

Range 

Function 
Nesting 

Profiling in Range mode also recognizes function nesting. 

Operating 
System 

If a preemptive Operating System (OS) is used, it is required to also 
signal and profile the context switches of the OS.  
The profiler basically maintains a function call stack for each 
recognized OS context. 

Compiler 
Optimization 

Range mode profiling performs an in-depth analysis of the code 
trying to recognize and compensate compiler optimizations, such 
a function tail optimizations.   
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Figure 55: Profiler Configuration of OS Profiling and Code (Function) Profiling 
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2.2.5 winIDEA Profiler View 

Figure 56 and Figure 57 show the resulting profiler timeline. ¢ƘŜ ά/ƻŘŜέ ǎŜŎǘƛƻƴ ǎƘƻǿǎ ǘƘŜ ǇǊƻŦƛƭŜǊ 
timeline of functƛƻƴǎΣ ǘƘŜ ά5ŀǘŀέ ǎŜŎǘƛƻƴ ŘƛǎǇƭŀȅǎ ǘƘŜ ǘƛƳŜƭƛƴŜ ƻŦ ǘƘŜ h{ ǘŀǎƪǎ ŀƴŘ L{wнǎΦ 
 

 
Figure 56: Sample Timeline of a dual-core OS (task and ISR2) and Code (Function) Profile 

 
 

 
Figure 57: Zoomed-In section of the sample Profiler Timeline shown in Figure 56  
(Profiler Operating Mode = Range) 

  








